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Synchronization from the Vlew

mt _
of Beam Dynamics "

Phase shift method

The obtained phase shift A@ is determined by the rf frequency modulation Af; and the
duration of the frequency modulation T

to+T1
A¢p = 27?/ Afp(t)dt

Requirements: to

Three cases of rf frequency modulations

200

® Max A | | | | —Case(1) Sine
frf —Case(2) Parabola+Line
—Case(3) Parabola
_ 1501 -
® continuous and small
dA —
enough frf T 100 A
dt =
d 2Af,,f 501 .
o 3 small enough
dt
O | | | | | |
0 1 2 3 4 5 6 7

time [ms]



Synchronization from the Vi
of Beam Dynamics

Tab. 1: The parameters accompanying with the rf frequency modulation of the SIS18
for U28+from S1S18 to SIS100

Longitudinal dynamics Transverse
dynamics

Average Relative  Synchr Bucket Adiabaticity Chromaticity

radial moment  onous size tune shift
excursion shift phase
Requirement! +2.4 - 104 +0.008 +6.5° >80.0% <+1072

J+  Case(1)  <4.18:10-6 <1.40-10-4 <#4.5° >86.0% AQX =

V Case (2) <4.18-10-6 <1.40-10-4 <+4.2° >86.5% <5.9-10-5 _9A1Q.y1=0_4

vV Case (3) <4.18-10-¢ <1.40-10-4 <16.0° >82.5% <6.3-10-5 -5.74-10

Matlab test result:

® Sinusoidal modulation is better for the beam adiabaticity compared with the parabola
modulation.

® Triangular and rectangle modification are not applicable at all.

" The requirements are from the PBSP department.



Tab. 2: The parameters accompanying with the rf frequency modulation of the SIS18 for
H*from SIS18 to SIS100

Longitudinal dynamics Transverse
dynamics

4 Gev/u H* Average Relative Synchr Bucket Adiabaticit Chromaticity

radial moment  onous size y tune shift
excursion shift phase
Requirement’ +0.8- 104 +0.008 +6.5° >80% <102

x Case(1)7ms <4.09-10-5 <0.0041 (<#34.7° »>27%  <0.04

v Case (2) <3.9-10¢ <3.9'10% <#4.2° >86% <1.9-10+ AQx =
20ms -2.925 - 1073

AQy =
-1.716 - 10-3

Matlab test result:

® Parameters accompanying with the 7 ms sinusoidal modulation are far beyond the
acceptable range.

| ® A 20 ms sinusoidal modulation is used to guarantee these requirement. 2

. ' The requirements are from the PBSP department.



Accuracy of the Synchromzanqn' r
Window "

The synchronization window is used to select the same rising edge of the bucket
indication signal marker at the source and target synchrotrons.

20ns 20ns
bucket indication ﬁ Iiﬁsafetyﬁi e
signal marker | | ’ margln ‘ | | |
i time
;corrected start of the synchronization window
synchronization | 2
window 1

time

Calculation is based on
Result;

o . i 1° _
o gﬁ\;g Sggleertat?rr:g/e_r’;aolgtgso 1 ® Uncertainty of the corrected start of the
® SCU: the timestamp of the BuTiS clock synchronization window is < 3ns

uncertainty: 1 ns ® Accuracy requirement of the start of the

synchronization window is 450ns




Characterization of WR net\«éékié'ﬁ;

Tx 100Mbit's DM Broadcast VLAMN 7

L 4

Port1 ™

Port 2 = i Test setup

Port3 . Tx 10Mbib's DM Unicast VLAN 7 ] 1 51. WR

Port 4 RX i :

Port 5 _ R Switch ® DM traffic

PORtB T« 1Mbit's Mgmt Traffic VLAN 5 . Broadcast 100Mbit/s

Unicast 10Mbit/s
DM VLAN with priority 7
Port 7 =1 2Mbitis Mgt Traffic VLAN 5 | _
i 3 2ond WR o Managgment traffic Broadcast
X, :2 ?ﬂ- Tx 1Mbit's Mamt Traffic VLAMN 5 y SWItGh 1 OOM b|t/S .
e Management VLAN with
Generator ‘ priority )
Rx

Port 11 « .
Port 12 - T Tra“zxww - 3rd WR ® B2B traffic |
Egﬁ }i ~_ Tx 1Mbitis Mgt Traffic VLAN 5 _ Switch Broadcast 100kbit/s

B2B VLAN with priority 6
‘ Unicast 20kbit/s
| DM VLAN with priority 7
5 Tx 1Mbit's Mgmt Traffic VLAM 5 .

Port 15 Tx 100 kbit's B2B Broadcast WLAN 6 ]
Port 16 =~ 7x 20 kbivs B2B Unicast VLAN 7 - 4th WR TR oL T
Port 17 Tx 2Mbit's Mgmt Traffic VLAN 5 | Switch ; :
Port 18 Rx: Receiver

The figure and test result are from the reference [1]
[1] C. Prados and J. Bai. Testing the WR Network of the FAIR General Machine Timing System, 2016.
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Characterization of WR netv’ﬁ”k_’:ﬁ':

Tab. 3: The 45 days test result of the WR network for the B2B transfer

ot B FER misordered 111&:5{111}11111 frame
frame transfer latency

B2B Broadcast | 8/45_days | 7.1 -107%/45_days | 0/45_days 30 ps/switch
B2B Unicast | 0/45_days 0/45_days 0/45_days | 23 ps/4_switches

FER (no forward error correction)

The frame error rate (FER) caused by the bit error rate (BER)[2] of the fiber connection.
FER=(BER-m « 10-'2) -« 880=(n-m) « 10712 - 880
where n is the total fiber connections, m is the number of the fiber connections to the
frame receive FECs.

In the test setup,
B2B Unicast: n=5, m=1 =>FER= 0.35 « 10-8 ?
B2B Broadcast: n=21, m=17 =>FER= 0.35 - 10-8<71 - 10-8 X

No conclusion, a long term test should be done for the verification.
Not meet the requirement. The firmware of the WR switch is still under development
by CERN.

[2] C. Prados and M. Lipinski. White Rabbit and Robustness, 2011.




Characterization of WR net\{#ﬁ;ﬂkfﬁ'ﬁ*,

Tab. 3: The 45 days test result of the WR network for the B2B transfer

fodtk Brasna FER nlls;:{)rdered maxinum frame
frame transter latency

B2B Broadcast | 8/45_days | 7.1-10-%/45_days | 0/45_days e
B2B Unicast | 0/45_days 0/45_days 0/45_days | 23ps/4_switches

Latency

Upper bound latency between any two B2B related SCUs < 500 us
100 ps is used for the SCU coding and decoding time
The latency of a 2 km optical fiber is about 10 us

Maximum number of switches between B2B related SCUs and DM

(500—100—10y _
o 4 =67

Maximum number of switches between two B2B related SCUs

(SOO—IOO—IOy _
30—13 9




Characterization of WR net\«ﬁ#ki 4'*.,.;,

Latency FER (no forward error correction)
Maximum layer for B2B Unicast frame bit error 058 + 10-7
(500-100- 10%3 o4 =67 one lost frame every 3 days

Maximum layer for B2B Broadcast frame

bit error . -
(500—100—1oy 13 114+ 1072
30

one lost frame every 12 days

The tolerable layers of WR switch depends not only on the upper bound transfer

latency, but also the tolerable FER of the B2B transfer system.

® no forward error correction mechanism => the layers is mainly decided by the tolerable
FER

e.g. one lost frame is acceptable per month, maximum 18 and 4 layers for the B2B Unicast

and Broadcast.

e.g. one lost frame is acceptable per year, maximum 1 and 0 layers for the B2B Unicast

and Broadcast. ¥

® specific forward error correction mechanisms are used and the FER is 10~ 15 [2] => the
layers of WR switch is mainly decided by the tolerable transfer latency

Maximum 67 and 13 layers for the B2B Unicast and Broadcast

[2] C. Prados and M. Lipinski. White Rabbit and Robustness, 2011.
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Test setup

The test setup realizes the phase collection, the calculation of the synchronization
window and the redistribution of the synchronization window => verify that the
firmware of the B2B related SCUs running on the soft CPU, LM32, meets the time
constraints of the B2B transfer system.

SRS Model DS345 SRS Model DS345
Function Generator 2 . Function Generator

~ network

"'-u..___-..-"

WR switch

:

Analog signal
—
Digital TTL signal 11

Optical fiber




Test setup

Flow chért of the firmware of the B2B source SCU
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Test setup

Main time constraints of the B2B transfer system
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Test setup

Flow chart of the firmware of the B2B target SCU and trigger SCU
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® \Waiting for the timing event

from DM. weiod
Measure the timestamp of th
B2B source
positive zero-crossing of the
signal from the DS345.
Waiting for the timing event
from the B2B target SCU.
Calculate the synchronization
window.
Send the start of the

synchronization window t
the WR network. /

[

Waiting for the timing event | [

from DM.
Waiting for the start of the
synchronization window from

the WR network.

: =] SIS100 DS345

=9 N B2B target SCU

e 1 SMIB2B trigger SCU i]

]

\_\1

—
®

Waiting for the timing
event from DM.
Measure the
timestamp of the
positive zero-
crossing of the signal
from the DS345.
Send the timing
event to the B2B
source SCU.

PC

WR network
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Application of the syste '

Tab. 4: The application of the FAIR B2B transfer system for FAIR use cases

Application of FAIR B2B transfer system to FAIR B2B injection
accelerators center mismatch

U28+ bunches from S1S18 to SIS100 +0.4°
H* bunch from SIS18 to SIS100 +0.4°
Four bunches from SIS18 to ESR +0.5°
One bunch from SIS18 to ESR +0.5°
from ESR to CRYRING +0.5°

H* from SIS100 to CR via the Pbar target +41.5°
e.g. 28.8 Gev/u — 3 Gev/u

Rare isotope beams from SIS100 to CR via the Super FRS +2.1°
e.g. 1.5 Gev/u — 740 Mev/u

from CR to HESR +1.2°

from SIS18 to ESR via the FRS +31.2°
e.g. 550 Mev/u — 440 Mev/u

1
2
3
4
)
6
4
8
9

For application 6 and 9, the B2B transfer system may work for the barrier bucket or the |,
unstable fixed point beam accumulation.



Open issue & | |mproveme\, h

Open issues:

® The synchronization of the magnetic hole after the Pbar with the antiproton
beam

® The synchronization of the bunch compressor with the beam

Improvement:

® In order to reduce the synchronization time, the synchronization process can
be started during the acceleration.
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