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' » Scheduler candidates -
o LSF"
|+ tooexpensive |

PBS / Torque

*, not really stable

) , " Condor, -

*) too complicated )
/o HTC scheduler (HPC one needed) - -
L ABIGE Y AT AT O A g g
) " future unknown (|n|t|al developer Sun was bought by Oracle
durlng the test phase) ‘ ) / )
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s GE cluster J J J J J J J
¢, 100 nodes, 16 cores each BZGB ) 4 ) 4 J 4 ) 4 )
J Resource based sghedullng J J J J J J

. new GE cluster "

. 400 nodes 24 cores, 64 GB

~ 9600 cores at all, } _ _ L |
“ < - Infinibandinstead of’ EtHernet ) J 9 J o J U J & J
) -~ resourcebased scheduling~ , - , <+ , < ) <} ~

° both cluster dont have any NFS system (not even /u) mounted )

: onIy Lustre for data )

. Software comes from CVI\/IFS (CERN V|rtuaI Maschlne File System)
"~ HTTP based read only file system “

-

-l J -’ J - J -

2304{ 5 - software will be installed via build servers 4

«) will be administrated by the experiments



‘New.cluster.

. I\/I|n|Cube build up |nS|de the Testmghalle 7

* new coollng concept
s, will have it's own Lustre cluster
* everything connected’via Infiniband"
o’ WI|| be operatlonal |n Apnl (thls year -) )
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" _Queue concept’ -
' *» the new cluster(s) do’not have experlment

specmc queues anymore o) :
ay aII queues are resource based ones

~ + old queue system was sometimes reason for
underutilization of the farm even if jobs were |
waltlng for schedulmg

' .+ the slots per experlment are now done via Fa|r-
Share " |

) ,2304 12 J 4 J 4 J 4 J 4 J 4 J 4 _,6



- Clusteroverview
. qstat g o

* will give an overyiew over the avallable queues and
the assocnated sIots

.. ” ghost -
J shows all available batoh nodes W|th Ioad |nd|ces
, qhost g (hIxbXxx)y - 7 0
) shows all hosts W|th the|r queue |nstanoes and jObS
runnlng on them

..- J t ¢ ) - ¢ - ¢ ) - J t ¢ ) - ¢ ) - ¢ ) - J
23.0 | . 1 2 ;
& & o o & o o =



"

L

‘User.groups

. Users are dlffered mto 3 groups

: Default _
- canuse up to 190 slot; at a tJme

4 g g st g st ¥

*, Advanced | ,. ,. ,. ,. ,_
)L ot A9 DY L9 N, 9,908
Y Powe r- | i } } } ) }

CoE can use more or Iess aII slots and resources - ’

"+ for tHe new cluster the rules have to be adapted”

230412 Ny . 8
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 CVMFS
. software |s mstalled on so CaIIed bund servers

© by the 1T department
/e [cvmfs/it.gsi.de/oracle/..

J experlments

s e, [cvmfs/alice.gsi de/allroot/
* [cvmfs/hades.gsi.de/... =
. * lcymfs/fairroot.gsi.de/... =~ -
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- sSubmitting a job

login toIxsqueezelust64 (pool)

gsub, /bin/hostname

. Unable to run jOb Scrlpt Iength does not match declared Iength EX|t|ng..

, 'What S thls’?

, GE expects you to submlt a scnpt not a blnary

* qsub-b(lnary),.y(es),/bm/hostname *

But wait! What about the output? It wilkbe written'to
" Julcpreuss-which’ does not eXIStS on the Ctuster' ‘The jOb
willfail..,.” |

qsub -wd /Iustre/rz/cpreuss/ by /bln/hostname

25 onzgo to your target d|rectory and use the c,wd optlon o’ -

qsub



- Submitting a job 11 -
L e dlfferences |n submlttmg scrlpts and’binaries

¢ GE WI|| copy the submltted sonpt to the batch node )

- but only the submitted, script, be carefullif your script.
, calls another scnpt'

|+ a submltted blnary WI|| not be copled so’you have
to use the path/name on, the target batch host

)G |f you have a scrlpt WhICh |s aIready on the. Cluster
, You can use it via the -b y option, GE WI|| not mmdf_.



- Submitting jobs Il -
' * in LSF youhad to deflne a queue WhICh your |

jOb should go to

, “»in GE you can't define queues (they exist but f
 only for administrative usage)

' © «‘what'you should deflne are the resource
requlrements | f f f



/@

' these requirements’are limits, too!

- Submitting jobs |V -

h_cpu €PUtime

h - Runti’me
h rss reaI memory
h vmem V|rt Memory

and many, more, one,can use (qconf -SC WI|| show all varlables) |

‘be/carefull these requirements-are needed to sort your -

~ jobs to gueues which fits to the.job-needs .

exceedmg them and yourJobs will be k|IIed by GE
gsub -l h_Trts 100h . vmem= ZG ..... s

" 23.04.12 " 43

* /1 hour runtime and 2°GB of virt. memory



qsub V

¢ -wd /tmp OR /Iustre/
PR o PO
R if you are aIready in the target dlrectorle
|~ -terse
e W|I1 return onIy the jOle
, - U~ hice for automated jOb submlttmg and controllmg’ |
oswelw|v SN A SO
) o, will verify yourjobs and report

= Errors

] g g - _,Warnings R J 4 J 4 J 4 J 4
23.04.12 » | 0 AN 14
° U = just verity, dont submit anything



" U gsub NVl ~Job Arrays -
. qsub t1 -9 2.
t more or Iess the same as |n LSF ;
), - (but'has to start with 1, or greater,,.npt 0) |
*, starts one job with-3 tasks
/. - tfask IDs will be-1,3,5 -

- complete job is’selected by the joblD -
/. - tasks by joblD.taskID (notJobID[taskID] like in- LSF)

S qsub-t1 -5-+tc 2-. | |
* will run onIy 2 tasks at a tlme )

: for jOb throttllng T D fas Ny,
230412 } J J 15



n qsub VII ~ ependency Jobs |
[ e dependencyjobs are jObS WhICh are waltmg for |
~~ others'to finish |

. “s in GE the dependencyjobs can only wait till the
 defined job jis finished complete )

’¢- no’possibility to define the job status (EX|t/Dene)

- ¢ also’not possible to define a number of tasks to be
flnlshed if the job |s wa|t|ng for an array g e

~ + gsub -hold_jid jobID .,...

Y 2364 12W

1 pend In state 'hqw untlll JOb JobID1I3as ﬂmshed



"gsub VIl = Parallelenvironments. -
L. |n GE we support parallel enwronments

) ¢ qsub -pe openmpi 10- 20

s, will submit a job,with min.. 10 and max. 20 tasks
, depending on how-full the clusteris-

J o, the tasks will be clustered on single nodes” - - /
) aeccording to the altocatlng strategy used by the PE ,,

. openmpi



g Controlllng jObS Y
. .qstat ] jOb|D Jo Yo Uog  Us Uy Yo

* will show details for the’job

Yo if the jOb IS pendlng GE WI|| show you aII reasons why' -

~ avery, very Ionglsh output .....
~+ ifthe jobisrunning -

- gstat -j jobID | grep usage_ ;

" - shows the current used resources
.—f can be used to monitor the jobs in teal“time
or -
- Qstat -j jOb|D -ext

Done jobs can be shown onIy via:

g A - S - S - A - A - ) = ) = )

_—

- qstat Sz _ | _ _
| 23_64_12 " < itis NOT Zombie as stated in the manual! ©~ 48
g "~ » GE does not know the states Zombie and UNKWN like LSF .



' Moditying jobs -

' » if'you see that the given parametersfor your
~~ Jobs don't make sense you can just change
them, no need to k|II and submlt everythlng
agam "

' ¢ qalter+j h_rss=4G joblD
~, + will change the memory requriement
I aII parameters can’ be aItered but some only on "~



Suspendmg/deletlng/resubmrtmg
jObS
' » gmod -8j jOb|D ;

.+ job WI|| go to state S|

, Js qmod USj jOle

¢, and thejob will run ~

e qdel(f)JobID

*, will delete ajob usmg -f' WI|| force thls actlon

e qresubjobID

2 04'12thJS WI|| resubmlt an exact Copy of a JOb 20
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* Prioritys and Fair Share -
' » as.written some pages before the experiments

. don't have a dedloated amount of sIots for thelr
usage ’

e mstead of thlsthe Complete Cluster |s now
allocated to the users via Fair.Share,

N advéntag"es
e users can use blg parts of the Cluster (|f it is empty)
. Iarge consumers are penallzed



f Prioritys and'* Fair Share -

e qsub -P h|ghpr|o

o will account your resource usage to the Allce

prOJect hlghprlo

¢, without'giving a preject the resource usage IS
accountet to the default prOJect

) ® jObS are sorted in order to.their prlorlty

Y qstat u

' - shows in'the sécond column the JOb prlorlty

-« the spreading of the s
) _,depaﬁrtme_nts w;ll[sheu
| BZo8partment haeds in t

nares over the different
d be discussed-by the |

ne future ...... 2?



* » Infos about'done jobs -
. qstat 57
; shows only a Ilst of donejobs
s, noJsadditional infos -

d qacct <] joblID

» should be used to retrieve more detalled mfos like
~exit status and used resources - ,

.+ also a resource accumulation is available,
)% unfortunately qacct can't be used by users. at the
, moment



Some remarks...
thehelp for a command js always qsub heIp not -h nor —help

it is 'gstat -u ...." but 'qacct -0 .

-usmg qstat shows the submlt t|me/date on pendlng jObS but the
start t|me/date on runnlng jObS

-qaoot Cant be used at the moment
do not use queus

give’ fairresource requ1rements to your jObS not too muoh but -
also not too less - "

there aré no user preexeoutlon sonpts anymore

.seleotlng aII jobs/users/hosts IS done V|a not 0. (I|ke in LSF)
: 23 04.12 ] ] ] ] ] ] ] 25



...and.some.Do's and’'Dont's
* submit test jobs befdre starting Iarge productlon "

, * checking if the job will run atall |
) ohecklng the resource requwements

* If submlttlng several ,equal jobs, use JOb arrays mstead of:
_smgle JObS _J

J don'tget output via mau | ,_
, ¢ wse the local disk /tmp with care.

-~ renember that there will be 24 jobs usmg a smgle disk;
» No-RAIDS - S A by

* have an eye on your production-
= don t assume that everythlng will go smooth

- ifthere |s somethlng gomg Wrong — teII us!

23 04°12don t wait untll everythlng is going down %F\e dram ]
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